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Imageability

• Estimating the mental image of a human 
regarding a word or concept (“imageability”) [1]
• For example:

• ”cat” -> clear mental image -> “easy”
• “peaceful” -> no clear mental image -> “hard”

[1] Paivio et al., “Concreteness, imagery, and meaningfulness values for 925 nouns.,” J. Exp. Psychol, 1968.



Tri-modal approach of this work

• Previous work[2] has been combining textual and visual knowledge to 
estimate imageability

• In this work, we want to look at different modalities seperately.
• Can different modalities tell us different things about the same concept?

[2] Matsuhira et al., “Imageability Estimation using Visual and Language Features”, ICMR 2020.



Dataset

• We generated three imageability estimations for 2,430 words
1. Image data mining (Visual)
2. Text data mining (Language)
3. Pronunciation data analysis (Phonetic)

• Data is available at:
https://github.com/mkasu/imageabilitycorpus

https://github.com/mkasu/imageabilitycorpus


Analysis

• Looking into
• Cross-modal outliers
• Visualization of phonetic space
• Relationship of etymology and imageability
• Generating per-word mozaics to understand visual space
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